
Changes to Distance-to-Default (DTD) computaƟon

This addendum updates the Technical Report (Version: 2012, Update 2) and reports the changes to

the Distant-To-Default (DTD) computaƟon. These changes have been implemented as of the DTD

computaƟon in May 2012 that was used for the probability of default (PD) released on 15 May 2013.

The main aim of these changes is to greatly reduce the computaƟonal Ɵme of the DTD computaƟon.

Full detail on the DTD calculaƟon is provided in this addendum for the sake of completeness, but not all

details will be included in the next version of the technical report due to its length.

The DTD computaƟon used in the CRI system is a two-stage procedure described in SecƟon 3.2 of the

Technical Report. A brief summary of the previous implementaƟon follows:

In the first stage, the driŌ 𝜇, the volaƟlity 𝜎 and the fracƟon 𝛿 are computed by maximizing the log-

likelihood funcƟon
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(1)

over the region 𝜎 ≥ 0 and 𝛿௟ ≤ 𝛿 ≤ 𝛿௨, where 𝑛 is the number of days with observaƟons of the equity

value in the sample, ℎ௧ is the number of trading days as a fracƟon of the year between observaƟons

𝑡 − 1 and 𝑡,𝑁(⋅) is the standard normal cumulaƟve distribuƟon funcƟon, 𝐴௧ is the book asset value, 𝑉̂௧
is the implied asset value solved by using

𝐸௧ = 𝑉௧𝑁(𝑑ଵ) − 𝑒ି௥(்ି௧)𝐿𝑁(𝑑ଶ) (2)

with

𝑑ଵ,ଶ =
log ቀ௏೟

௅೟ ቁ + ቀ𝑟± ఙమ
ଶ ቁ (𝑇 − 𝑡)

𝜎√𝑇 − 𝑡
, (3)

and 𝑑̂ଵ is computed by using EquaƟon (3) with 𝑉̂௧. In EquaƟon (2) and EquaƟon (3), 𝑇 − 𝑡 is the

Ɵme to maturity set to be one year, 𝑟 is the risk-free rate, 𝐸௧ is the equity value, 𝐿௧ is the debt level

(also the default point) set to be sum of current liabiliƟes, half of the long-term debt and the other

liabiliƟes mulƟplied by the fracƟon 𝛿. This maximizaƟon for each firm is performed over all three

variables, with lower and upper constraints [𝛿௟ , 𝛿௨] = [0, 1] at month 1 and [𝛿௟ , 𝛿௨] = [max(0, 𝛿̂௡ିଵ −
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0.05),min(1, 𝛿̂௡ିଵ + 0.05)] at month 𝑛 with 𝑛 ≥ 2, where 𝛿̂௡ିଵ is the esƟmate of 𝛿 made at month

𝑛 − 1.

In the second stage, to impose great stability of the esƟmates of 𝛿, all financial sector firms in the same

economy are assumed to share the same esƟmate of 𝛿, chosen to be the average of all its individual

esƟmates, denoted by 𝛿̄. The same is done for non-financial firms. Accordingly, with 𝛿 being fixed

to be the sector average 𝛿̄, the original maximizaƟon of ℒ(𝜇, 𝜎, 𝛿) is reduced to a one-dimensional

maximizaƟon in 𝜎 only, by using the fact that the esƟmates 𝜇̂ and 𝜎̂ obtained from the maximizaƟon

saƟsfy

𝜇̂ = 𝜎̂ଶ
2 + 1

∑௡
௧ୀଶ ℎ௧

log ቆ𝑉̂௡(𝜎̂, 𝛿̂)𝐴௡
× 𝐴ଵ
𝑉̂ଵ(𝜎̂, 𝛿̂)

ቇ . (4)

Thus, this maximizaƟon is used to perform the esƟmates of 𝜎 for each firm. Finally, DTD is calculated by

using the the esƟmates 𝜎̂ and 𝛿̂ and the formula

DTD௧ =
1

𝜎√𝑇 − 𝑡
log ቆ𝑉̂௧(𝜎, 𝛿)𝐿௧

ቇ .

The maximizaƟon problems in the CRI system are solved by using the MATLAB OpƟmizaƟon Toolbox.

The dimension reducƟon of the maximizaƟon described above in the second stage could help for both

faster computaƟon and beƩer soluƟon quality. However, as can be easily seen, the dimension reducƟon

can also be applied to the maximizaƟon in the first stage. More precisely, by using the same relaƟon (4),

maximizing the three-dimensional funcƟon ℒ(𝜇, 𝜎, 𝛿) can be equivalently reduced to maximizing the

two-dimensional funcƟon ℒ̃(𝜎, 𝛿) taking the form

ℒ̃(𝜎, 𝛿) = − 𝑛 − 1
2 log(2𝜋) − 1
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TheMATLAB funcƟon chosen for themaximizaƟon in the first stage is fmincon. Currently, the algorithm

opƟon of fmincon is changed from interior-point to trust-region-reflecƟve, since the later one is more

efficient for box constrained opƟmizaƟon problems in general. Meanwhile, the SQP algorithm is set to

be the backup opƟon of fmincon in case the output soluƟons of the trust-region-reflecƟve algorithm

do not achieve the required first order opƟmality. As the funcƟon ℒ̃(𝜎, 𝛿) to be maximized is non-

concave and fmincon only finds a local maximizer, the starƟng point passed to fmincon may affect the

output soluƟon. In view of this, for the first valid month of each company in which the maximizaƟon
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is performed, besides the old starƟng point, a new starƟng point, i.e., the overall average based on

past experience, is also passed to fmincon for another trial, and the soluƟon is chosen from the two

resulƟng outputs by comparing their corresponding objecƟve funcƟon values. In addiƟon, for the other

validmonths of each firm, a warm-start strategy is applied to themaximizaƟon, i.e., using the soluƟon of

the previous validmonth to be the starƟng point of the currentmonth. This strategy not only accelerates

the convergence of fmincon but also improves the stability of the esƟmates.

To use the trust-region-reflecƟve algorithm, the gradient of the objecƟve funcƟon should be supplied to

fmincon. For notaƟonal simplicity, let

𝜃௧(𝜎, 𝛿) ∶= log ቆ𝑉̂௧(𝜎, 𝛿)𝐴௧
ቇ .

By direct calculaƟon, the gradient of ℒ̃(𝜎, 𝛿) can be expressed as

gradient = ቆ𝜕ℒ̃𝜕𝜎 , 𝜕ℒ̃𝜕𝛿 ቇ ,

where

𝜕ℒ̃
𝜕𝜎 =

௡

෍
௜ୀଶ
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෍
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௧ୀଶ
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⋅ 𝜕𝑑̂ଵ𝜕𝜎 − 1
𝜎ଷ ቎

௡

෍
௧ୀଶ

1
ℎ௧
(𝜃௧ − 𝜃௧ିଵ)ଶ −

1
∑௡
௧ୀଶ ℎ௧

(𝜃௡ − 𝜃ଵ)ଶ቏

+ 1
𝜎ଶ ቎

௡

෍
௧ୀଶ

1
ℎ௧
(𝜃௧ − 𝜃௧ିଵ) ቆ

𝜕𝜃௧
𝜕𝜎 − 𝜕𝜃௧ିଵ

𝜕𝜎 ቇ − 1
∑௡
௧ୀଶ ℎ௧

(𝜃௡ − 𝜃ଵ) ቆ
𝜕𝜃௡
𝜕𝜎 − 𝜕𝜃ଵ

𝜕𝜎 ቇ቏ ,

(5)

and

𝜕ℒ̃
𝜕𝛿 =

௡

෍
௧ୀଶ

𝜕𝜃௧
𝜕𝛿 +

௡

෍
௧ୀଶ

𝑝(𝑑̂ଵ)
𝑁(𝑑̂ଵ)

⋅ 𝜕𝑑̂ଵ𝜕𝛿

+ 1
𝜎ଶ ቎

௡

෍
௧ୀଶ

1
ℎ௧
(𝜃௧ − 𝜃௧ିଵ) ቆ

𝜕𝜃௧
𝜕𝛿 − 𝜕𝜃௧ିଵ

𝜕𝛿 ቇ − 1
∑௡
௧ୀଶ ℎ௧

(𝜃௡ − 𝜃ଵ) ቆ
𝜕𝜃௡
𝜕𝛿 − 𝜕𝜃ଵ

𝜕𝛿 ቇ቏ .

Here, 𝑝(⋅) is the standard normal probability distribuƟon funcƟon. The implicit differenƟaƟon of

EquaƟon (2) yields the explicit expressions of 𝜕𝜃௧𝜕𝜎 and 𝜕𝜃௧
𝜕𝛿 as

𝜕𝜃௧
𝜕𝜎 = 1

𝑉̂௧
⋅ 𝜕𝑉̂௧𝜕𝜎 = √𝑇 − 𝑡 ⋅ 𝛼௧𝛾௧

and
𝜕𝜃௧
𝜕𝛿 = 1

𝑉̂௧
⋅ 𝜕𝑉̂௧𝜕𝛿 = 𝐾௧

𝐿௧
⋅ 𝛽௧𝛾௧

, (6)

where 𝐾௧ is the firm's other liability, and

𝛼௧ ∶= 𝑝(𝑑̂ଵ)𝑑̂ଶ − 𝑒ି௥(்ି௧) 𝐿௧𝑉̂௧
𝑝(𝑑̂ଶ)𝑑̂ଵ,

𝛽௧ ∶= 𝑝(𝑑̂ଵ) − 𝑒ି௥(்ି௧) 𝐿௧𝑉̂௧
ቂ𝑝(𝑑̂ଶ) − 𝜎√𝑇 − 𝑡 𝑁(𝑑̂ଶ)ቃ ,

𝛾௧ ∶= 𝜎√𝑇 − 𝑡 𝑁(𝑑̂ଵ) + 𝑝(𝑑̂ଵ) − 𝑒ି௥(்ି௧) 𝐿௧𝑉̂௧
𝑝(𝑑̂ଶ).

(7)
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Meanwhile, the differenƟaƟon of EquaƟon (3) yields

𝜕𝑑̂ଵ
𝜕𝜎 = 1

𝜎 ቆ 1
√𝑇 − 𝑡

⋅ 𝜕𝜃௧𝜕𝜎 − 𝑑̂ଶቇ ,

𝜕𝑑̂ଶ
𝜕𝜎 = 1

𝜎 ቆ 1
√𝑇 − 𝑡

⋅ 𝜕𝜃௧𝜕𝜎 − 𝑑̂ଵቇ ,

𝜕𝑑̂ଵ
𝜕𝛿 = 𝜕𝑑̂ଶ

𝜕𝛿 = 1
𝜎√𝑇 − 𝑡

ቆ𝜕𝜃௧𝜕𝛿 − 𝐾௧
𝐿௧

ቇ .

(8)

To further improve the efficiency, the Hessian (matrix) of the objecƟve funcƟon ℒ̃(𝜎, 𝛿) is also supplied

to fmincon, taking the form

Hessian = ⎛

⎝

𝜕ଶℒ̃
𝜕𝜎ଶ

𝜕ଶℒ̃
𝜕𝜎𝜕𝛿

𝜕ଶℒ̃
𝜕𝛿𝜕𝜎

𝜕ଶℒ̃
𝜕𝛿ଶ

⎞

⎠

,

where

𝜕ଶℒ̃
𝜕𝜎ଶ = −

௡

෍
௧ୀଶ

1
𝜎ଶ +

௡

෍
௧ୀଶ

𝜕ଶ𝜃௧
𝜕𝜎ଶ +

௡

෍
௧ୀଶ

𝑝(𝑑̂ଵ)
𝑁(𝑑̂ଵ)

൥𝜕
ଶ𝑑̂ଵ
𝜕𝜎ଶ − ቆ𝑑̂ଵ +

𝑝(𝑑̂ଵ)
𝑁(𝑑̂ଵ)

ቇ ቆ𝜕𝑑̂ଵ𝜕𝜎 ቇ
ଶ

൩

+ 3
𝜎ସ ቎

௡

෍
௧ୀଶ

1
ℎ௧
(𝜃௧ − 𝜃௧ିଵ)ଶ −

1
∑௡
௧ୀଶ ℎ௧

(𝜃௡ − 𝜃ଵ)ଶ቏

− 4
𝜎ଷ ቎

௡

෍
௧ୀଶ

1
ℎ௧
(𝜃௧ − 𝜃௧ିଵ) ቆ

𝜕𝜃௧
𝜕𝜎 − 𝜕𝜃௧ିଵ

𝜕𝜎 ቇ − 1
∑௡
௧ୀଶ ℎ௧

(𝜃௡ − 𝜃ଵ) ቆ
𝜕𝜃௡
𝜕𝜎 − 𝜕𝜃ଵ

𝜕𝜎 ቇ቏

+ 1
𝜎ଶ ቐ

௡

෍
௧ୀଶ

1
ℎ௧

൥ቆ𝜕𝜃௧𝜕𝜎 − 𝜕𝜃௧ିଵ
𝜕𝜎 ቇ

ଶ
+ (𝜃௧ − 𝜃௧ିଵ) ቆ

𝜕ଶ𝜃௧
𝜕𝜎ଶ − 𝜕ଶ𝜃௧ିଵ

𝜕𝜎ଶ ቇ൩

− 1
∑௡
௧ୀଶ ℎ௧

൥ቆ𝜕𝜃௡𝜕𝜎 − 𝜕𝜃ଵ
𝜕𝜎 ቇ

ଶ
+ (𝜃௡ − 𝜃ଵ) ቆ

𝜕ଶ𝜃௡
𝜕𝜎ଶ − 𝜕ଶ𝜃ଵ

𝜕𝜎ଶ ቇ൩ ቑ ,

(9)

𝜕ଶℒ̃
𝜕𝛿ଶ =

௡

෍
௧ୀଶ

𝜕ଶ𝜃௧
𝜕𝛿ଶ +

௡

෍
௧ୀଶ

𝑝(𝑑̂ଵ)
𝑁(𝑑̂ଵ)

൥𝜕
ଶ𝑑̂ଵ
𝜕𝛿ଶ − ቆ𝑑̂ଵ +

𝑝(𝑑̂ଵ)
𝑁(𝑑̂ଵ)

ቇ ቆ𝜕𝑑̂ଵ𝜕𝛿 ቇ
ଶ

൩

+ 1
𝜎ଶ ቐ

௡

෍
௧ୀଶ

1
ℎ௧

൥ቆ𝜕𝜃௧𝜕𝛿 − 𝜕𝜃௧ିଵ
𝜕𝛿 ቇ

ଶ
+ (𝜃௧ − 𝜃௧ିଵ) ቆ

𝜕ଶ𝜃௧
𝜕𝛿ଶ − 𝜕ଶ𝜃௧ିଵ

𝜕𝛿ଶ ቇ൩

− 1
∑௡
௧ୀଶ ℎ௧

൥ቆ𝜕𝜃௡𝜕𝛿 − 𝜕𝜃ଵ
𝜕𝛿 ቇ

ଶ
+ (𝜃௡ − 𝜃ଵ) ቆ

𝜕ଶ𝜃௡
𝜕𝛿ଶ − 𝜕ଶ𝜃ଵ

𝜕𝛿ଶ ቇ൩ ቑ ,
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and

𝜕ଶℒ̃
𝜕𝜎𝜕𝛿 = 𝜕ଶℒ̃

𝜕𝛿𝜕𝜎 =
௡

෍
௧ୀଶ

𝜕ଶ𝜃௧
𝜕𝜎𝜕𝛿 +

௡

෍
௧ୀଶ

𝑝(𝑑̂ଵ)
𝑁(𝑑̂ଵ)

ቈ 𝜕
ଶ𝑑̂ଵ

𝜕𝜎𝜕𝛿 − ቆ𝑑̂ଵ +
𝑝(𝑑̂ଵ)
𝑁(𝑑̂ଵ)

ቇ ⋅ 𝜕𝑑̂ଵ𝜕𝜎 ⋅ 𝜕𝑑̂ଵ𝜕𝛿 ቉

− 2
𝜎ଷ ቎

௡

෍
௧ୀଶ

1
ℎ௧
(𝜃௧ − 𝜃௧ିଵ) ቆ

𝜕𝜃௧
𝜕𝛿 − 𝜕𝜃௧ିଵ

𝜕𝛿 ቇ − 1
∑௡
௧ୀଶ ℎ௧

(𝜃௡ − 𝜃ଵ) ቆ
𝜕𝜃௡
𝜕𝛿 − 𝜕𝜃ଵ

𝜕𝛿 ቇ቏

+ 1
𝜎ଶ ቐ

௡

෍
௧ୀଶ

1
ℎ௧

ቈቆ𝜕𝜃௧𝜕𝜎 − 𝜕𝜃௧ିଵ
𝜕𝜎 ቇቆ𝜕𝜃௧𝜕𝛿 − 𝜕𝜃௧ିଵ

𝜕𝛿 ቇ + (𝜃௧ − 𝜃௧ିଵ) ቆ
𝜕ଶ𝜃௧
𝜕𝜎𝜕𝛿 − 𝜕ଶ𝜃௧ିଵ

𝜕𝜎𝜕𝛿 ቇ቉

− 1
∑௡
௧ୀଶ ℎ௧

ቈቆ𝜕𝜃௡𝜕𝜎 − 𝜕𝜃ଵ
𝜕𝜎 ቇቆ𝜕𝜃௡𝜕𝛿 − 𝜕𝜃ଵ

𝜕𝛿 ቇ + (𝜃௡ − 𝜃ଵ) ቆ
𝜕ଶ𝜃௡
𝜕𝜎𝜕𝛿 − 𝜕ଶ𝜃ଵ

𝜕𝜎𝜕𝛿ቇ቉ ቑ .

The differenƟaƟon of EquaƟon (6) yields the explicit expressions

𝜕ଶ𝜃௧
𝜕𝜎ଶ = − 1

𝑉̂ଶ
௧
ቆ𝜕𝑉̂௧𝜕𝜎 ቇ

ଶ

+ 1
𝑉̂௧

⋅ 𝜕
ଶ𝑉̂௧
𝜕𝜎ଶ = √𝑇 − 𝑡

𝛾ଶ௧
ቆ𝜕𝛼௧𝜕𝜎 𝛾௧ − 𝛼௧

𝜕𝛾௧
𝜕𝜎 ቇ ,

𝜕ଶ𝜃௧
𝜕𝛿ଶ = − 1

𝑉̂ଶ
௧
ቆ𝜕𝑉̂௧𝜕𝛿 ቇ

ଶ

+ 1
𝑉̂௧

⋅ 𝜕
ଶ𝑉̂௧
𝜕𝛿ଶ = −𝐾ଶ

௧
𝐿ଶ௧

⋅ 𝛽௧𝛾௧
+ 𝐾௧

𝐿௧
⋅ 1
𝛾ଶ௧

ቆ𝜕𝛽௧𝜕𝛿 𝛾௧ − 𝛽௧
𝜕𝛾௧
𝜕𝛿 ቇ ,

𝜕ଶ𝜃௧
𝜕𝜎𝜕𝛿 = 𝜕ଶ𝜃௧

𝜕𝛿𝜕𝜎 = − 1
𝑉̂ଶ
௧
⋅ 𝜕𝑉̂௧𝜕𝜎 ⋅ 𝜕𝑉̂௧𝜕𝛿 + 1

𝑉̂௧
⋅ 𝜕

ଶ𝑉̂௧
𝜕𝜎𝜕𝛿 = 𝐾௧

𝐿௧
⋅ 1
𝛾ଶ௧

ቆ𝜕𝛽௧𝜕𝜎 𝛾௧ − 𝛽௧
𝜕𝛾௧
𝜕𝜎 ቇ ,

where 𝛼௧, 𝛽௧ and 𝛾௧ are given by EquaƟon (7), and

𝜕𝛼௧
𝜕𝜎 = 𝑝(𝑑̂ଵ) ቆ

𝜕𝑑̂ଶ
𝜕𝜎 − 𝑑̂ଵ𝑑̂ଶ

𝜕𝑑̂ଵ
𝜕𝜎 ቇ − 𝑒ି௥(்ି௧) 𝐿௧𝑉̂௧

𝑝(𝑑̂ଶ) ቆ
𝜕𝑑̂ଵ
𝜕𝜎 − 𝑑̂ଵ

𝜕𝜃௧
𝜕𝜎 − 𝑑̂ଵ𝑑̂ଶ

𝜕𝑑̂ଶ
𝜕𝜎 ቇ ,

𝜕𝛽௧
𝜕𝜎 = − 𝑝(𝑑̂ଵ)𝑑̂ଵ

𝜕𝑑̂ଵ
𝜕𝜎 − 𝑒ି௥(்ି௧) 𝐿௧𝑉̂௧

ቈቀ𝑝(𝑑̂ଶ) − 𝜎√𝑇 − 𝑡 𝑁(𝑑̂ଶ)ቁ ቆ−
𝜕𝜃௧
𝜕𝜎 ቇ

−𝑝(𝑑̂ଶ) ቀ𝑑̂ଶ + 𝜎√𝑇 − 𝑡ቁ 𝜕𝑑̂ଶ𝜕𝜎 − √𝑇 − 𝑡 𝑁(𝑑̂ଶ)቉ ,

𝜕𝛽௧
𝜕𝛿 = − 𝑝(𝑑̂ଵ)𝑑̂ଵ

𝜕𝑑̂ଵ
𝜕𝛿 − 𝑒ି௥(்ି௧) 𝐿௧𝑉̂௧

ቈቀ𝑝(𝑑̂ଶ) − 𝜎√𝑇 − 𝑡 𝑁(𝑑̂ଶ)ቁ ቆ
𝐾௧
𝐿௧

− 𝜕𝜃௧
𝜕𝛿 ቇ

−𝑝(𝑑̂ଶ) ቀ𝑑̂ଶ + 𝜎√𝑇 − 𝑡ቁ 𝜕𝑑̂ଶ𝜕𝛿 ቉ ,

𝜕𝛾௧
𝜕𝜎 = √𝑇 − 𝑡 𝑁(𝑑̂ଵ) + 𝑝(𝑑̂ଵ) ቀ𝜎√𝑇 − 𝑡 − 𝑑̂ଵቁ

𝜕𝑑̂ଵ
𝜕𝜎 − 𝑒ି௥(்ି௧) 𝐿௧𝑉̂௧

𝑝(𝑑̂ଶ) ቆ−
𝜕𝜃௧
𝜕𝜎 − 𝑑̂ଶ

𝜕𝑑̂ଶ
𝜕𝜎 ቇ ,

𝜕𝛾௧
𝜕𝛿 = 𝑝(𝑑̂ଵ) ቀ𝜎√𝑇 − 𝑡 − 𝑑̂ଵቁ

𝜕𝑑̂ଵ
𝜕𝛿 − 𝑒ି௥(்ି௧) 𝐿௧𝑉̂௧

𝑝(𝑑̂ଶ) ቆ
𝐾௧
𝐿௧

− 𝜕𝜃௧
𝜕𝛿 − 𝑑̂ଶ

𝜕𝑑̂ଶ
𝜕𝛿 ቇ .
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Meanwhile, the differenƟaƟon of EquaƟon (8) further yields

𝜕ଶ𝑑̂ଵ
𝜕𝜎ଶ = 1

𝜎 ቆ 1
√𝑇 − 𝑡

𝜕ଶ𝜃௧
𝜕𝜎ଶ − 𝜕𝑑̂ଵ

𝜕𝜎 − 𝜕𝑑̂ଶ
𝜕𝜎 ቇ ,

𝜕ଶ𝑑̂ଵ
𝜕𝛿ଶ = 1

𝜎√𝑇 − 𝑡
ቆ𝜕

ଶ𝜃௧
𝜕𝛿ଶ + 𝐾ଶ

௧
𝐿ଶ௧

ቇ ,

𝜕ଶ𝑑̂ଵ
𝜕𝜎𝜕𝛿 = 𝜕ଶ𝑑̂ଵ

𝜕𝛿𝜕𝜎 = 1
𝜎 ቆ 1

√𝑇 − 𝑡
𝜕ଶ𝜃௧
𝜕𝜎𝜕𝛿 − 𝜕𝑑̂ଶ

𝜕𝛿 ቇ .

The main computaƟonal cost in each iteraƟon of the maximizaƟon lies in the evaluaƟon of the implied

asset value 𝑉̂௧ by solving the nonlinear system (2). As can be seen from above, in each iteraƟon, aŌer

the evaluaƟon of the objecƟve funcƟon ℒ̃(𝜎, 𝛿), the addiƟonal evaluaƟons of the gradient and the

Hessian use the same 𝑉̂௧ and thus need only relaƟvely liƩle Ɵme. However, if the gradient and the

Hessian were not supplied to fmincon, as before in the previous use of fmincon, finite-difference

approximaƟons would be used instead so that more nonlinear systems would need to be solved.

Therefore, passing the gradient and the Hessian to fmincon can significantly reduce the computaƟonal

Ɵme of the maximizaƟon.

To evaluate 𝑉̂௧, Newton's method is applied to solve the nonlinear system (2), while bisecƟon search is

set to be the backup when the Newton's method fails to converge. It is well-known that the efficiency

of Newton's method relies on a well-chosen starƟng point. Due to this, the previous treatment is first

to find an (mulƟ-dimensional) interval that contains the soluƟon and then to apply Newton's method

with the starƟng point set to be the center of the interval. However, using this treatment, apart from

the computaƟonal cost of finding a suitable interval, Newton's method can fail to converge from Ɵme

to Ɵme so that bisecƟon search has to be further applied, resulƟng in slow convergence. Currently, the

previous treatment is changed to be a direct implementaƟon of Newton's method with a warm-start

strategy, i.e., using the implied asset value esƟmated in the previous month to be the starƟng point in

the current month. This warm-start strategy makes Newton's method seldom fail and also accelerates

the convergence of Newton's method. Therefore, the computaƟonal Ɵme of the maximizaƟon can be

further greatly reduced.

TheMATLAB funcƟon chosen for themaximizaƟon in the second stage is also changed, from fminbnd to

fmincon with the algorithm opƟon trust-region-reflecƟve. Meanwhile, fminbnd is set to be the backup

in case the output soluƟons of fmincon with the trust-region-reflecƟve algorithm do not achieve the

required first order opƟmality. All the ways described above to reduce the computaƟonal Ɵme in the

first stage are also done in the second stage. In parƟcular, the gradient and the Hessian of the funcƟon
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to be maximized, i.e., ℒ̄(𝜎) ∶= ℒ̃(𝜎, 𝛿̂), takes the form

gradient = 𝜕ℒ̄
𝜕𝜎 = 𝜕ℒ̃

𝜕𝜎 ቤఋୀఋ̄
,

and

Hessian = 𝜕ଶℒ̄
𝜕𝜎ଶ = 𝜕ℒ̃

𝜕𝜎ଶ ቤఋୀఋ̄
,

where 𝜕ℒ̃
𝜕𝜎 and 𝜕ℒ̃

𝜕𝜎ଶ are given by EquaƟon (5) and EquaƟon (9) respecƟvely.

To summarize, owing to the changes, the total computaƟonal Ɵme of the DTD calculaƟon can be

reduced from several months to about 70 hours on a single PC for all firms over the full history. In

the current CRI system, by using a computaƟonal grid administered by the NUS Computer Center, the

total computaƟonal Ɵme would take only about 3.5 hours.1

1The previous DTD computaƟon used a different grid which was about 2.5 Ɵmes faster than the current one, and the

computaƟonal Ɵme was less than one day, as reported in Technical Report (Version: 2012, Update 2).
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